
 

 

 

  



 2 

 
 
 
 
 
 

OPERATION ñSECONDARY  INFEKTION ò 
 
 
 

A SUSPECTED RUSSIAN INTELLIGENCE OPERATION  
TARGETING EUROPE AND THE UNITED STATES  

 
 

The DFRLab Team:  
 

Nika Aleksejeva  
Lukas Andriukaitis  

Luiza Bandeira  
Donara Barojan  
Graham Brookie  
Eto Buziashvili  
Andy Carvin  

Kanishk Karan  
Ben Nimmo  

Iain Robertson  
Michael Sheldon  

 
 



 

 

  



 2 

Table of Contents  

Foreword ................................ ................................ ................................ ...........  3 

Overview of an Influence Operation  ................................ ................................ . 4  

The Case Studies  ................................ ................................ .............................  13 
Case Study 1: Fantasy Assassins  ............................................................................................ 14 
Case Study 2: Fanning Irish Flames  .....................................................................................23 
Case Study 3: The ñBlue Manò and the Mole ..................................................................... 34 
Case Study 4: The Dark Lady Sings  ..................................................................................... 40 
Case Study 5: Target Germany and Immigrants  ............................................................... 47 
Case Study 6: EU Elections  ..................................................................................................... 52 
Case Study 7: Venom in Venezuela  .......................................................................................59 

Conclusion  ................................ ................................ ................................ ......  65  
 
 
  



 3 

Foreword  
 
On May 6, 2019, Facebook took down a small network of fake accounts emanating from Russia 
that shared a range of false, polarizing, and divisive content, including attacks on immigrants . 
There were only 16 accounts, and their posts had little impact, but they were the tip of a much 
larger iceberg.  
 
Starting from the accounts that Facebook took down, the Atlantic Councilôs Digital Forensic 
Research Lab (DFRLab) uncovered a large-scale influence operation that spanned nine 
languages, over 30 social networks and blogging platforms, and scores of fake user profiles 
and identities. Linguistic and contextual clues support Facebookôs analysis that the operation 
was run from Russia. The scale of the operation, its tradecraft, and its obsession with secrecy, 
indicate that it was run by a persistent, sophisticated, and well-resourced organization, 
possibly an intelligence agency.  
 
The operation was ambitious, although its reach was small. exploited the vulnerabilities of 
online forums to plant and amplify forgeries, fake stories, and divisive content. Its activity on 
Facebook and Twitter ï the social networks at the center of public scrutiny over their abuse 
by disinformation campaigns ï paled beside its use of online platform s such as Medium, 
Reddit, the German homment.com, the Spanish globedia.com, and San Francisco-based site 
indybay.org to seed its toxic content.  
 
Such platforms, with their minimal or nonexistent user transparency requirements, represent 
the soft underbelly of the internet . It remains disturbingly simple for malicious actors to create 
false profiles on these platforms and use them as a launch pad for disinformation. 
 
Fortunately, almost none of the operationôs stories gained traction. Some were ignored; others 
were mocked by forum users as soon as they were posted, in a welcome sign of public 
awareness of the dangers of disinformation. Nevertheless, one particularly vicious fake 
targeting immigrants in Germany achieved significant pick -up.  
 
As this report went to press, the operation was still ongoing.  
 
Open sources cannot attribute this operation to a particular Russian actor with high 
confidence, although the approach and tradecraft resemble an operation by an intelligence 
service. The largest volume of digital evidence rests in the servers of the platforms that the 
operation weaponized so easily ï above all, Medium  ï and, beyond the platforms , in the email 
services that were used to create false personas.  
 
It is time to expand the conversation around online influence operations to include more 
platforms than Facebook, Twitter, and YouTube. Other popular  platforms are also repositories 
of crucial  information. This report underlines the importance of bringing them into the 
conversation, to make it harder for malicious actors to abuse their platforms and easier for the 
forums to expose the operations that are already there. 
 
This report was made possible by an information -sharing partnership between the DFRLab 
and Facebook. The partnership  is part of a broader initiative to provide independent and 
credible research about the role of social media in open, vigorous, and well-inf ormed debate, 
as well as democracy more generally. The DFRLabôs research, however, expanded well beyond 
the account names provided by Facebook shortly before their takedown. All  the posts made by 
the assets and cited in this report were public. All findings  on other platforms  are the result of 
the DFRLabôs own investigation. 
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Overview of an Influence Operation   
 

 

 
(Source: @benimmo/ DFRLab) 

 

On May 6, 2019, Facebook announced that it had taken down ñ16 accounts, four pages, 
and one Instagram account as part of a small network emanating from Russia.ò Those 
assets shared content that matched Russiaôs foreign-policy interests, such as criticizing 
the United  States over Venezuela, commenting on political changes in Armenia, and 
attacking Ukraine.  

As part of its information -sharing partnership with the DFRLab, Facebook shared the 
names of the suspect accounts shortly before they were taken down. Working outwards 
from those accounts, the DFRLab identified a much larger operation that ran across 
many platforms, languages, and subjects but consistently used the same approach and 
concealment techniques. 

The operation was strongly reminiscent of the Soviet-era ñOperation Infektion ò that 
accused the United States of creating the AIDS virus. That operation planted the fake 
story in distant media before amplifying it through Soviet channels: it ultimately 
spread through genuine news media around the world and was often reported as fact. 
The latest operation ï which the DFRLab has dubbed ñSecondary Infektionò ï used a 
similar technique by planting false stories on the far reaches of the internet before 
amplifying them with Facebook accounts run from Russia.  

The operationôs goal appears to have been to divide, discredit, and distract Western 
countries. Some of its stories were calculated to inflame tensions between NATO allies, 
especially Germany and the United States, as well as Britain and the United States . 
Others appeared designed to stoke racial, religious, or political hatred, especially in 
Northern Ireland. F ew posts gained traction, but one anti-immigrant story penetrated 
the German far right and continues to circulate online. It appears likely that the 
Russian operation fabricated the entire story, including its spurious ñevidence.ò This 

https://newsroom.fb.com/news/2019/05/more-cib-from-russia/
https://www.youtube.com/watch?v=tR_6dibpDfo


 5 

was a particularly disturbing case of weaponized hatred stemming from a foreign 
operation.  

Operated from  Russia 

While the DFRLab does not receive access to Facebookôs backend data, contextual and 
linguistic points helped to corroborate Facebookôs attribution to a likely Russian 
source. 

Many of the operationôs stories focused on geopolitical incidents in Russiaôs 
neighborhood and interpreted them from the Kremlinôs standpoint. Numerous posts 
attacked Ukraine and its pro-Western government. Others focused on Kremlin allies 
such as Venezuela and Syria, while still others took aim at political events in 
neighboring countries such as Armenia and Azerbaijan. 

 
Facebook posts by the operation on Ukraine (left), Venezuela (center), and Armenia (right). (Source: Facebook) 

One particularly striking story, based on an apparently forged letter, made the 
remarkable claim that the European Commission had asked a European educational 
group focused on the crimes of totalitarianism not to award a prize to Russian anti -
corruption campaigner Alexei Navalny, calling him an ñodious nationalist with 
explicitly right -wing views.ò The letter proposed nominating a Russian Communist 
instead. 

The operationôs content repeatedly featured language errors characteristic of Russian 
speakers, such as uncertainty over the use of the and a and of the genitive case, 
incorrect word order, and verbatim translations of Russian idioms into non -idiomatic 
English. For example: 

ñCurrent situation is jeopardizing our joint action directed against the regime 
of usurper Maduro.ò 

http://archive.is/vWdUl
https://www.memoryandconscience.eu/about-the-platfor/about-the-platform/
https://www.memoryandconscience.eu/about-the-platfor/about-the-platform/
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ñWhy the Democrats collude with Ukraine?ò 
 
ñAs the saying runs, there is a shard of truth in every joke.ò 

These factors support Facebookôs assessment that the operation originated in Russia. 

Far More Than  Facebook 

The operation reached far beyond Facebook: it also focused on internet platforms 
around the world. Medium was a particularly frequent target, as were the online 
forums homment.com (based in Berlin) and indybay.org (based in San Francisco). 

The operation posted articles in at least six languages, including English, German, 
Spanish, French, Russian, and Ukrainian. It also referenced documents in Arabic, 
Polish, and Swedish that it probably forged itself. The assets also posted articles about 
Armenia,  Azerbaijan, the European Union, Germany, Ireland, Poland, Ukraine, the 
United States, and Venezuela. 

The following graphic lists a selection of the platforms the operation is known to have 
used, and the languages deployed on each one. 

Some of the forums and platforms where the operation posted content, and the languages it used on each one. 
Many more platforms were also targeted. (Source: @benimmo/DFRLab)  

https://twitter.com/benimmo
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The use of so many online forums indicates a key online vulnerability: the ease with 
which throwaway accounts can be created and used to post false content. It also 
underscores the size and scope of the operation: it would have taken significant 
resources to craft content in so many languages. 

The Tradecraft   

The operators used consistent tradecraft. They would create an account on an online 
platform and use it to post a false story, often incorporating forged documents. A 
second set of fake accounts would post expanded versions of the same story in multiple 
languages, using the original posts as their source. 

  

 

Spreading the disease: flowchart showing how the operation seeded an anti-UK narrative based on a forged tweet, 
and amplified it on different platforms, in this case funnyjunk.com , developpez.net, homment.com, and 
ozpolitic.com . In this case, the fake was later reported on as genuine by the German service of Kremlin 

broadcaster RT; it is unclear whether RT did this knowingly. (Source: @benimmo/ DFRLab) 

In the third step, additional fake social media accounts amplified the false stories and 
tried to bring them to the attention of the mainstream media.  

This approach resembled the conduct of Operation Infektion. The main difference 
between the two operations is that Operation Infektion focused on a single story, while 
Secondary Infektion spread many stories.  

High OPSEC 

The operation stood out for its attention to operational security (OPSEC): efforts made 
to keep its activity covert. Most of its posts were made by ñburnerò accounts that were 
created the same day, posted the one article, and were never used again. 

http://archive.is/FI9Uk
https://www.developpez.net/forums/u1462898/karineroquier/
http://archive.is/S0Nr5
http://archive.is/a1lMZ
http://archive.is/6AOwl
http://archive.is/6AOwl
https://twitter.com/benimmo
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Profile page for ñjensscherer,ò one of the many accounts that was created, used once, 
and then abandoned. Translated from German: ñContributions written: 1. 

Registered: 06.12.2018. Last online: 06.12.2018. Last activity: 06.12.2018.ò (Source: 
nexusboard.de/ archive) 

Many of the accounts did not even provide a profile picture, while a few took their 
images from online sources. This asset on Medium repurposed a photo of celebrity 
musician Adam Levine: 

Left, the ñSalih Demirkanò profile page on Medium. Right, article on Adam Levineôs fashion sense, from 
justjared.com, March 6, 2015. (Source: Medium / archive, left; JustJared/ archive, right)  

Paradoxically, this approach became one of the operationôs most common forensic 
clues. Repeatedly, the DFRLabôs investigation came across articles that, in addition to 
other clues, were posted by accounts that had been created the same day, used once, 
and abandoned. 

This approach is suggestive of intelligence operators whose mission is to carry out their 
work undetected, without creating a discernible community; in contrast, it is 
uncharacteristic of social media influencers and marketing experts, whose job is to 
garner as much attention for their work as possible and build as large a community as 
possible. 

http://f2293.nexusboard.de/u194743_jensscherer.html
http://archive.is/TgcxF
http://www.justjared.com/photo-gallery/3320267/adam-levine-maroon-five-soundcheck-03/
http://www.justjared.com/photo-gallery/3320267/adam-levine-maroon-five-soundcheck-03/
https://medium.com/@demirkan_46562
http://archive.is/dhqi8
http://www.justjared.com/photo-gallery/3320267/adam-levine-maroon-five-soundcheck-03/
http://archive.is/An5BA
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Impersonation and Infiltration  

On several occasions, the operation impersonated real individuals who were politically 
active in their home countries. At least twice, the operation published screenshots of 
tweets that it attributed to leading political figures : then-Defense Secretary Gavin 
Williamson in the United Kingdom and Senator Marco Rubio in the United States. 
Open-source evidence indicated that both screenshots were photoshopped in an 
apparent attempt to stoke tensions between the United States and United Kingdom as 
well as within the United Kingdom.   

Cheat tweets: the posts attributed to Rubio (left) and Williamson (right). (Source: ozpolitic.com / archive, left; 
medium / archive, right)  

Meanwhile, two Facebook accounts impersonated citizens of the United Kingdom and 
one impersonated an EU citizen. All were associated with parliamentary work.   

In each case, the impersonation account copied its profile picture, banner, and 
ñpersonalò posts (such as comments on sports and restaurants) from the real personôs 
profile. To protect the privacy of the real individuals involved, the DFRLab will not 
share any identifying details.  

As an example of these operationsô tradecraft, however, one account posed as a person 
affiliated  with the British Labour Party in Westminster. In between its ñpersonalò 
posts, this account shared content from the Labour Party and its leader, Jeremy 
Corbyn. This appears to have been an attempt to establish a credible identity for the 
impersonation account.  

http://www.ozpolitic.com/forum/YaBB.pl?num=1533288024
http://archive.is/a1lMZ
https://medium.com/@edmcgrew/real-ira-assisted-russians-in-salisbury-80c70a7c37ae
http://archive.is/i0kol
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Posts by the impersonation account on July 23, 2018, sharing posts from the Labour Party (left) and Jeremy 
Corbyn (right). (Source: Facebook) 

Each of these impersonation accounts shared one story that the operation created. In 
each case, the story was based on a forgery, and the Facebook account was an early 
amplifier. Open -source evidence cannot determine whether the sole purpose of these 
unusually detailed fakes was to plant false stories or whether they were also intended 
to attract genuine followers for other purposes, such as entrapment or espionage. 

High  Drama, Low  Impact   

Many of the stories presented dramatic and emotional claims, apparently calculated 
to generate viral sentiment among conspiracy-minded communities. The most 
outstanding of these was an allegation in August 2018 that Spanish intelligence had 
uncovered a plot by opponents of Brexit to assassinate leading Brexiteer ï and now 
the favorite to become the United Kingdomôs next prime minister ï Boris Johnson.  

https://www.facebook.com/labourparty/videos/10155676660832411/
https://www.facebook.com/search/top/?q=jeremy%20corbyn%20today%27s%20rewards%20fitting%20tribute&epa=SEARCH_BOX
https://www.facebook.com/search/top/?q=jeremy%20corbyn%20today%27s%20rewards%20fitting%20tribute&epa=SEARCH_BOX
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Meme apparently created by the Russian operation, and known to have been amplified by it, pointing to an article 
planted by the operation. (Source: funnyjunk.com / archive) 

https://funnyjunk.com/channel/politics/kill+boris/msnzLzf
http://archive.is/KiY1B
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Despite such sensational content, or perhaps because of it, almost none of the 
operationôs stories had significant traction. This is likely in part due to the OPSEC 
measures that made it impossible for individual accounts to build a following.  

A BuzzSumo scan of a story planted by the operation in English, German, and Spanish, showing the lack of 
substantial engagement. The English piece scored no hits, the German piece was shared 52 times across major 

platforms, and the Spanish version was shared 84 times, mostly on Facebook. (Source: @etobuziashvili/DFRLab 
via BuzzSumo) 

The Facebook accounts seldom scored any reactions. Typical articles gathered a few 
dozen or a few hundred views, although some outliers recorded several thousands. 
Few comments were appended to any story, and those were usually negative. 

The one exception was a virulently racist story the operation planted in German that 
was picked up by a local anti-immigrant news source. This outlet incorporated the fake 
content into a longer article that was shared over 3,500 times on social media. 

  

https://twitter.com/etobuziashvili









































































































